HLT (and other things) with GPU

Outline

Introduction
Inflation, CMB and GPU




GPU/many core CPU

* We have been using event (trivial) parallelism in
our experiments’ data reduction/analysis

— Each event is independent
— Each event is not so large
— We always have many events

* Now | have met HEP applications which could
make use of GPU

— “Event” is large (correlation in a large data sample)
— A lot of computation for an “event”
— (Very similar to) image processing



Pixel detector for Belle Il

Belle |l will take several

tens more data than Belle

— Lots of backgrounds

* From strip detector to pixel
detector

— 100 times more data

e Real time data reduction in
software

— Red dots are hits. We want

to keep hits in blue region
(ROLI)

We need to do it online
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Belle |l High Level Trigger

This is option #3.
There is a plan to use Oth

er detector
FPGA to reduce PXD SUETE

Sorry. We have just started to work
on GPU here and | don’t have much

to report yet
You’ve heard about Belle HLT in the
morning




Inflation, CMB and GPU

This really is high energy physics

Energy scale of the inflation is
~101%GeV



Inflation

Inflation started 1073 sec. after the birth of our
universe and lasted for 1034 sec.

During that period, the universe expanded of the
order of e®® from Plank scale to a meter or so
(our observable universe)

Inflation was caused by a particle (field) of
energy scale of 101® GeV

Cosmic Microwave Background Radiation (CMB)
is the probe to measure its energy scale




CMB is the fossil light from the Big Bang

Dark Energy
Accelerated Expansion

Afterglow Light
Pattern Dark Ages Development of \

13 L owaio

= 8 ®
about 400 million yrs. ‘ “

NASA/WMAP Big Bang Expansion

13.7 billion years



Spatial anisotropy of CMB

CMB can be polarized
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B mode polarization and inflation

Quantum fluctuation = Space-time fluctuation =

(thru Inflation) = Gravitational wave (GW)

GW h, (h,) produces B (E) mode polarization
— B mode polarization can only be produced by GRAVITY

B mode polarization is 10® smaller than temperature

We want to observe B mode polarization of the size

0.18°

1-45 degree (field of view) o=

‘to go to
) space

We need

[0+1)G%5y (2 [k

B mode

power ‘

spectrim” 9

0.010

1.000

0.100 ¢

90°

10°

10

Power Law

Chaotic p=1

Chaotic p=0.1
m SSB (N=47-62)




Likelihood method

e CMB is Gaussian on pixels (=region of Universe)

* Pixel space likelihood = most sensitive, unbiased but
computationally intensive (Large factor X n 3)

exp [—sm'(S(r) + N)'m| dm
Lim|r)dm =
) SOENE o

* mis Q and U map vector of length 2n

* Sissignal covariance matrix of (2n X 2n )
— S is a function of cosmological parameters

* N is noise covariance matrix n_ =3072
. : . p
— N is not diagonal due to correlation (~4°)




Galactic foregrounds

Hz)

Y synch@100GHz dust@100GHz

Max:1.2uK Max:1.0uK

Remove foregrounds with multiband
maps assummg morphology
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Dust cleaning with 2 bands

e Simple cleaning (E. Komatsu) Max:2.0pK

Migg = cmb+dust100+noz’3
Moy = cmb+dust240
v
dust(v) = dusto(y—o)ﬂ ok |

X2 — (mloo o ozm240)T(S = N)_l(

* minimize y? with respect to a

e |In 100 — QM40
nL p =
l -«
N

N+ =
% 2
(]‘ a) / 0—:—:—2 2ukK

Note: These map include both dust and synch
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Dust+Synch cleaning *_

Try cleaning dust+synch using 3 bands

Make o,..,(6, §) dependent
— 48 alpha regions

Maximization using 51 parameters

(S+N)~! depends on all parameters
because of N/(1-a)?

It is computationally prohibitive to
maximize L using exact (S+N)~!

Use “nominal alphas” by analytically
solving 92 and use it in N/(1-a.)?
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More finer pixels ?

10.000 ¢

* We've been using the pixel o O
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 We are not using information ) .
from structure smaller then 4° 90 10° . 1° 0.1°

— The good part of the spectra : .
extends to ~1°. One fit will take 1 day for

— Matrix size is 4 times larger for 9o 10
4 2° and 64 days, ~1° on a

_ Computation increases 64 and  latest small computer
4096 times more Use GPUs?




Cholesky decomposition

e We need

— Log(det|C|) and C* of the matrices

4° — 6144 X 6144
2° _ 24576 X 24576 r’ [N) )[N)

1° — 98304 X 98304

— We can write C = LL" using Cholesky decomposition
— Then we can compute Lt and then compute C?

— We have been using BLAS/LAPACK (ATLAS, MKL)

— We started CUDA coding using code examples on
the net (http://www.ast.cam.ac.uk/"‘sthO/cuda/choIeskv/index.htmI)



http://www.ast.cam.ac.uk/~stg20/cuda/cholesky/index.html

CPU/GPU Results

6144 X 6144 | 12288 X 12288
(GFLOPS) | (GFLOPS)

CPU (i-7 920) (numerical recipes) 0.61 0.62

CPU(i-7 X980@3.33GHz) MKL(6core) 68 72

GTX480 (our CUDA code) 108 115

C2050 (our CUDA code) 87 91

C2050 (CULA) 159 190 > X 9 faster

* Peak performance of C2050 is supposed to be >500 GFLOPS
 GTX480 DP speed is suppressed to % of C2050 (but is faster)

e CUDA 3.1 and CULA 2.1 are used

* Floats are faster as expected

e Copy from/to CPU to/from GPU not included (but is significant)

* Cholesky decomposition cannot saturate GPU

* Cannot do 24576 X 24576(not.enough memory on one C2050)


mailto:X980@3.33GHz

Conclusions and Plan

Traditional (Intel MKL, ATLAS) code does very well

Will continue to program for GPU

— L= L (dtrtri in lapack)

—Cl=L1 (LY (dlauum in lapack)

— Compute Likelihood oc XT C'1 X / det(log|C|)

We need to work on memory footprint to do the
larger matrix

We must learn to efficiently program GPU for each
algorithm to get best performance

— but is promising as the technique can be used on many
core machines



backup slides



Likelihood fit procedure

Assume r is the only unknown cosmological parameter
— Pre-compute .Y, (p), C,[@Y(p,p’) for 2 <t <47
— Pre-compute S._,*"°" and Sscal2r N

— Pre-compute (r x S _,tensor + Ssealar + N)~! for r=0.0001, 0.0002,
0.0003,,, and store them

Generate map (N,,,.=128) assuming r=r
smooth to N ,.=16, apply PO6 mask

Compute In L(m|r) for r=0.0001, 0.0002, 0.0003 and
find r which gives max. In L(m|r)

— repeat for many realizations

— get Arfrom 0.5=Aln L

Plot resulting r, compute mean of r and Ar, etc.

— repeat for r =0.001, 0.003, 0.01,,,

npu» @dd NOise,

input



Search for Dark Energy (HSC) ... ..

/ 10 CCDs

* Hyper Suprime Cam
@Subaru telescope will
have 104 CCDs (1G pixel

per shot)
— Must stack images

e |f possible, we want to do }
image processing in real
time so that we can give
feed back to observers

— Sky changes during
observation

— How many minutes do we
need for the next
exposure?

* Using known stars, we
overlay images




Discover primordial gravitational wave
in Cosmic Microwave Background(CMB)

Stokes Q Stokes U 10. 000

Ka-band _ | | ‘
‘ b .~:;.',‘;vf;?£f". N - "“‘,‘é_' 0.0 |
orerctun et — |

In likelihood we need to invert matrix

Power Law
= Chaotic p=1
Chaotic p=0.1
m SSB (Ng=47-62)
— LiteBIRD

1.000 |

0.100 ¢

[1(1+1)CB8y(2m) " [uKq

0.010 ¢

4

.b- of the size N_ (N3 computations)
" LiteBIRD is a small satellite
°- experiment. We need to optimize
the design parameter using

=50 UK EEE—— W 50 pK =50 pK . 50 K

Polarized data from WMAP simulations.




GPU is hot

GPGPU (general purpose
graphics processing unit) is
becoming popular

— In 2008, | was looking at Cell
CPUs (used in play station 3) and

It promises 1/10 of cost and

1/20 of power consumption

- (Q2/3, 2010)
e 520-630 double precision
Gflops/GPU(peak) as opposed to
78 Gflops for the current
generation

e These numbers do not include
transfer time between memories
of CPU and GPU

C1060




CPU and GPU

Processor Intel Core 2 Extreme NVIDIA TESLA
QX9650 C2070

Transistors 820 million 1.4 billion
Processor clock 3 GHz 1.3 GHz?
Cores 4 512

Cache / Shared 6 MBx 2 16-48 KB/768KB(1L.2)
Memory

Threads executed per 4 512

clock

Hardware threadsin 4 24576

flight

Memory controllers Off-die 384bit
Memory Bandwidth 12.8 GBps 64bytes/clock?

PCle x16 < 8GB/s aggregate



Fermi GPU

The Performance Gap Widens Further <3

nviDia

Peak Single Precision Performance Peak Memory Bandwidth
GFlops/sec GB/sec

Tesla 20-series

I Tesla 20-series

8x double precision

Tesla 10-series ECC

L1, L2 Caches 2
I Tesla 10-series

1 TF Single Precision Tesla 8-series
4GB Memory

Tesla 8-series

Nehalem
3 GHz

Nehalem
3 GHz

2003 2004 2005 2006 2007 2008 2009 2010 2003 2004 2005 2006 2007 2008 2009 2010

== NVIDIA GPU
== X86 CPU

>600 GFLOPS/sec (Double Precision)/chip




It’s real

Tesla Personal Supercomputer Tesla 2070 <3
520-630 Gigaflop DP NVIDIA
6 GB Memory
$3,999
Tesla C2050 3
520-630 Gigaflop DP P
ECC S
52,499

Tesla C1060 "

Q/ 3
933 Gigaflop SP NS, Peak DP Performance
78 Gigaflop DP : \ ¥

4 GB Memory :
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Mid-Range Performance

| Q3 | Q4
2010 |

Disclaimer: performance specification may change 5

Only <$1,000 now




Belle Il



Contribution ID: 561

S U pe I K E KB CO l li d e I The SuperKEKB accelerator status
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2010/10/21

Belle Il HLT

The biggest computing challenge in
Belle Il

Nobu Katayama
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Belle Il HLT

* Belle HLT working well (200 CPU core or so)

— It takes 0.4 second to analyze one Hadronic event

— L1 trigger rate is “500Hz, HLT output rate is
~200Hz

— Real Hadronic events: 100Hz

e Belle Il HLT: much harder problem
— L1 trigger rate 30KHz
— HLT will reduce to 5KHz

e Real Hadronic events:5KHz

— Pixel detector produces 25GB/s data

* We need to reduce down to 100MB/s or so



Two ways

Reconstruction
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B Physics with
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Luminosity upgrade projection

Integrated Luminosity
(ab)

x103°

Peak Luminosity
(cm=2s1)

70

60
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505
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3 Milestone of SuperKEKB /

= 9 month/year We will reach 50 ab.

- 20 days/month in 2020~2021.

L

= Commissioning starts

. mid-of 2014

L Shutdown

i for.upgrade

I R S R S S

10 2012 2014 2016 2018 2020
Year

2022
Y. Ohnishi



Belle Il SIDE VIEW

Sulber conducting coil | L
B |

L NN W ol el ol
2419 [T 77559 3Ty

— \ &3 _ Cslisss / o “/5
| |- Barrel PID I

8 ' cDC
SVD PXD(2 layers)

310 570

° *, 7 o= -
) / % QCS - ~ smlcellfﬂir--._"_ - §]

|
Pre-amp

R185

r—gé _ . "L
E —— [ -'UF = : I'-IIP Chamber

ootcrest)_| &
SVD: 4 DSSD lyrs = 2 DEPFET. lyrs + 4 DSSD lyrs | H
oo o Bell Ml
ECL: waveform sampling (+pure Csl forend-caps) |~ parameters are preliminary s svans et =2

e e e Bl Il

KLMZRPC“ 5cintillator +MPPC(end-caps) Nobpfetgrema 1 o 1 e 1w T T e -




Data Acquisition

Global DAQ Design *“'g‘,g‘g b e

_ ~500 COPPERS
e _.~50 RIO PCs
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Vertex Detector

DEPFET:
http://aldebaran.hll.mpg.de/twiki/bin/view/DEPFET/WebHome

DEpleted P-channel FET

Beam Pipe

DEPFET
Layer 1
Layer 2

DSSD
Layer 3
Layer 4
Layer 5
Layer 6

r=10mm

r=14mm
r=22mm

r= 38mm
r= 80mm
r=115mm
r = 140mm

Prototype DEPFET pixel sensor and readout

—dl full size matrix /

/4 e

A prototype ladder using the first 6
inch DSSD from Hamamatsu has been
assembled and tested.



http://aldebaran.hll.mpg.de/twiki/bin/view/DEPFET/WebHome
http://aldebaran.hll.mpg.de/twiki/bin/view/DEPFET/WebHome

Exact covariance matrix

* Elements of S can be written in terms of spin-
weighted Y, and C,

— S can be written as r X Stensor 4 Gscalar

— but need to compute (S+N)~! each time
Caq(®,y) ZCFEme(x Wi (y) + CFBZXM(x)X;:n(y)
Cau(z,y) = ZC EZ( Wi )sz(y))+CzBBZsz ) Wi ()
Cuq(z,y) ZC EZ (= Xim (%) Wi (y ))+CFBme ) Xim ()
Cov(z,y) = ZI:C Ezm:sz sz(y)+CBB;;/zm(w)Wi;(y)

Win(z) = (=1)(eYuu(z) +—2 Yin(x))/2
Xim(z) = (=9)@Yim(z) ——2 Vim(z))/2



Results and plan

Full sky

Masked

Dust

Dust + Synchrotron

— has an offset

— r ~> 0.01 OK with this simple

cleaning method

[

10—2 L

tputr

;

Improve foreground remova

— Though we think it is not a

time to build complicated

analysis techniques

Add experimental details

A log likelihood for 11 realizations

0
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—8| \
Finput = 0.003 \ \
-_H%OZ 0.003 0.004 0.005 0.006 0.007 0.008
(r=0: many ¢ away) | | |
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; 101 / B
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C
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! 107
input r

thesetical

CgB B,EE tensor + CﬂEE,scalm‘

P06 mask
P06 mask, dust, cleaned
P06 mask, dust+synch, cleaned




